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Abstract. Failure to detect patients at risk of attempting suicide can result in tragic consequences. Identifying risks earlier and more accurately helps prevent serious incidents occurring and is the objective of the GRiST clinical decision support system (CDSS). One of the problems it faces is high variability in the type and quantity of data submitted for patients, who are assessed in multiple contexts along the care pathway. Although GRiST identifies up to 138 patient cues to collect, only about half of them are relevant for any one patient and their roles may not be for risk evaluation but more for risk management.

This paper explores the data collection behaviour of clinicians using GRiST to see whether it can elucidate which variables are important for risk evaluations and when. The GRiST CDSS is based on a cognitive model of human expertise manifested by a sophisticated hierarchical knowledge structure or tree. This structure is used by the GRiST interface to provide top-down controlled access to the patient data. Our research explores relationships between the answers given to these higher-level “branch” questions to see whether they can help direct assessors to the most important data, depending on the patient profile and assessment context. The outcome is a model for dynamic data collection driven by the knowledge hierarchy. It has potential for improving other clinical decision support systems operating in domains with high dimensional data that are only partially collected and in a variety of combinations.
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Introduction

The process of risk assessment and management of patients lies at the heart of health care. It is particularly challenging in the mental health sector where the symptoms, motives and deterrents are often abstract and difficult to measure. Consequently risks are often not identified in time or patients do not receive the correct level of treatment, resulting in serious adverse incidents. Early intervention usually produces better clinical outcomes [1]. A reflective analysis at two hospitals in London found that 11% of patients, had experienced some sort of adverse life events, of which 48% were judged to be
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preventable and 8% led to death [2]. The cost is not just to people’s individual lives but also to society as a whole: £41.8 billion per year is estimated to be spent due to adverse effects of mental illness in England alone [3].

To improve detection and hence treatment of mental health problems, healthcare organisations have been increasingly turning to Clinical Decision Support Systems (CDSSs). CDSSs can improve patient health care in general [4,5] but clinicians and health organisations have often been reluctant to adopt them. Many believe they are time-consuming and require more effort compared to paper-based methods and hence are inefficient [6]. More importantly, the effectiveness of CDSSs depends on the degree to which they accommodate clinicians’ cognitive workflow [7] and match their mental model of how the system should process data and operate [8]. Many fail this challenge [9], which means they do not bring key pieces of data and knowledge to the fore at the right point in the decision-making processes of the clinicians [10,7].

For these reasons, many CDSSs attempt to build their knowledge base on human expertise. The aim is to create a system that can tap into clinical expertise and use it for explaining advice in the same language. It requires identifying the facts clinicians collect and how these are used for assessing patients’ health risks. It is the approach adopted for the research reported in this paper, which uses data collected by the Galatean Risk and Safety Tool, GRiST [11], developed by the second author for assessing suicide risk associated with mental health problems. The paper’s focus is to exploit GRiST’s model of human expertise for guiding clinicians towards the most appropriate data for an individual patient’s circumstances and assessment context. The goal is a dynamic data-collection interface that responds to the emerging patient profile in synchrony with the way human experts gather evidence and reason with it.

The paper will introduce the GRiST CDSS and define the main research question with the methodology for addressing it. The experiments and results will then be discussed. The paper describes how findings can be used to create a dynamic data-collection interface that ensures the right information is collected at the right time. It ends by considering future work on how to produce a fully-working system for clinical use.

1. Brief Introduction to GRiST

GRiST is a clinical decision support system for helping mental-health practitioners assess and manage risks of suicide, self-harm, harm to others, vulnerability, and self-neglect. It is in use within many mental-health organisations in the United Kingdom and has collected half a million completed assessments so far (May, 2014). GRiST represents clinical expertise using a psychological model of classification [12] where mental-health risk knowledge is a hierarchical structure elicited in the first place from interviews with 46 experts [13]. This consensual model of risk knowledge has evolved over the years as more clinicians engaged with the research and development.

The risk nodes such as suicide are hierarchical ‘trees’ that are deconstructed into progressively more granular concepts (branches) such as current intention and feelings/emotions until the input data nodes or leaves of the tree are reached, such as anger.

Figure 1 shows a simplified part of the suicide risk tree. The structure provides top-down access to the patient data or cues by a series of ‘filter questions’ that determine whether or not a particular branch of the tree, and thus its associated leaf node cues, are
Figure 1. Part of the suicide knowledge tree.

relevant for that patient. For example, there is a high-level filter question asking whether the patient has made any past suicide attempts (as shown in Figure 1). If not, this part of the tree is immediately closed off with no further exploration. If, however clinicians say yes, then further questions open up. Clinicians carry out the assessment in this top-down fashion and at the end they are asked to provide their overall risk judgement for the patient in the form of a score ranging from 0 (no risk) to 10 (maximum risk). This paper will explore how the hierarchy drives clinical data collection. Is there any systematic approach to how clinicians answer GRiST questions? The aim is to discover possible patterns in what data are collected, what data are missed out, and whether their mutual influence on clinical risk judgements can identify the most important data to collect next for a particular patient and assessment context.

2. Methodology and Strategy

The research investigated the answers to GRiST questions and how they relate to one another within the tree structure. The tree helps see, at higher levels, major anomalies and connections that would for example suggest special populations or patterns of data that provide insight into the how clinicians collect and use risk information. The perspective is on the semantics of the expertise and how they influences assessors’ behaviour. It differs from more data-driven mathematical or statistical analyses that focus purely on the patient vectors and their relationships to risk predictions.

A software tool was developed for helping visualise and explore the relationships between variables. It identified the interesting ones and made them easy to inspect. The analysis started by looking at relationships at the top, most general, level of the tree, which involved 21 branch questions (variables) that determine which parts of the tree are relevant for further exploration. Given the high dimensionality of data (138 in suicide alone), this top-down approach addresses the combinatorial explosion. This is because it directs more detailed investigations only into the branches with interesting interactions as opposed to brute force attempts to find any relationships between all 138 leaf nodes.

In the first stage, an initial assessment of the level of dependency among variables was made using the Pearson chi-square test of independence. If variables do not show any
dependency at higher level branch nodes, then it reduces the chance of any interesting relationships between data from each sub-branch lower down. If a dependency is found, the second stage explores the strength of the relationship between the variables using conditional probabilities that are presented in the form of contingency tables.

In essence, the method involved looking at how the presence or absence of one variable influences the presence or absence of another. Contingency tables show how the dependent variable, DV, is influenced by one or more independent variables, IVs. Figure 2 shows a screen shot of one such table depicting the relationship between two branch-level variables, presentation of the patient during assessment, PR, and Feelings & Emotions of the patient, FE. The cells include all combinations of the binary-valued variables, where ‘yes’ means the value is present and ‘no’ means it is absent. Each combination displays a scenario in which a relationship may be present.

Figure 2. Contingency Table

In each scenario, the tool displays various probabilities and samples, the most important of which, for this paper, are the conditional probability (CP), prior probability (P), change in probability (CP-P), and observed and expected frequency values (OV and EV respectively). Conditional probabilities show the probability of presence or absence of the DV given that the IV is present or absent. The change in prior probability of the DV shows how much influence the IV has on it. In Figure 2, presence of PR increases the probability of the presence of FE by 0.31 producing a high CP of 0.82. This suggests a relationship between tree branches that is worth exploring further.

The third stage explores the relationship between branch level variables and the clinicians’ risk judgement. The method is the same as the second stage but this time investigates how presence and absence of branch level variables influence the clinical risk judgement and vice versa. Clinicians give an integer judgement between 0 (no risk) to 10 (maximum risk) and these eleven possibilities were grouped into three categories: low (score from 0-3), medium (score from 4-6), and high (score from 7 to 10).

Combining the results from stage 2 and 3, branches (i.e. variables) were identified with highest impact (causality) on other branches and on the risk judgements. A check on redundancy was also made, to determine whether and when a branch’s influence is actually encompassed and explained by another branch. This is important because data collection should focus initially on information that influences risk evaluations and re-
dundant data adds nothing to the precision. There may, of course, be other purposes for the redundant data, such as how risk should be managed, but this paper focuses on the initial evaluation. The overall results are used to produce a framework for a model that dynamically guides clinicians on what part of the knowledge tree they need to explore for rapid but effective risk evaluations.

3. Results

This section gives an example of each stage and how the results are interpreted. The outcome is an algorithm for directing data collection depending on what data has been gathered so far.

3.1. Stage 1, Test of Independence

Chi-squared tests of independence were conducted on all combinations of pairs from 21 top-level branch variables. Only pairs with a dependency having a significance level of $p < 0.01$ were investigated further. The results showed a very strong dependency for the majority of pairs but this relationship is to be expected because answering yes to one branch is likely to mean answering yes to another branch. The next stage is to determine which of the dependencies are relevant to the goal of directing data gathering.

3.2. Stage 2, Test of Causality

The software tool produced 420 contingency tables because each branch question matches each other branch question as both an IV and a DV. Thresholds of interesting relationships were set by comparing probabilities and interpreting them within the domain semantics. Two factors were important: the posterior probability of the DV and the change in prior probability of the DV. The result shows that the presence of the IV usually increases the probability of presence of the DV and, likewise, absence of IV is more associated with the absence of DV. Again, this is expected because the context of assessment influences whether or not answers are provided to the questions in general. We are interested in those relationships where the change in posterior probability is above a threshold:

1. $P[DV = YES \mid IV = YES] > P[DV = YES]$ AND/OR
2. $P[DV = NO \mid IV = NO] > P[DV = NO]$

Table 1. Variables with strong relationships when both values are present. CP is the conditional probability of the dependant variable given the independent variable and CP-P is the change in probability of the DV from the prior to the conditional probability.

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>Dependant Variable</th>
<th>CP</th>
<th>CP-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current Intention</td>
<td>Feelings &amp; Emotion</td>
<td>0.86</td>
<td>0.34</td>
</tr>
<tr>
<td>Current Intention</td>
<td>Suicide Triggers</td>
<td>0.89</td>
<td>0.54</td>
</tr>
<tr>
<td>Current Intention</td>
<td>Suicide Ideation</td>
<td>0.87</td>
<td>0.54</td>
</tr>
<tr>
<td>Presentation</td>
<td>Feelings &amp; Emotion</td>
<td>0.82</td>
<td>0.31</td>
</tr>
</tbody>
</table>

The variables presented in Table 1 show those that are over a conditional probability change threshold (CP-P) of 0.3. Current intention and presentation both strongly influence suicide triggers, suicide ideation, and feelings & emotion.
3.2.1. **Non-additive Basis**

It is possible that some DVs are not being influenced by individual IVs but by IVs in combination; the IVs are interacting to have a non-additive impact on the DV. To investigate this, the software tool compared all 1330 possible combinations\(^3\) of two or three IVs and returned those combinations with highest influences on a DV. The result was similar to the one-to-one basis but with inevitably stronger relationships because of the multiple IVs involved. Non-additive effects were not evident but, rather, the results showed that the variables whose combination produces large CPs and changes in CPs (CP-Ps) are very similar to the variables identified in Table 1.

Thus far, the study gives evidence that there are certain branch variables within the knowledge tree which, individually or in combination, substantially increase the presence of other variables. The third stage seeks to determine the reasons for the connections and whether these should be incorporated within a dynamic data collection interface. The focus is on which data are most important for detecting risks and Stage 3 focuses on how the links between branches impact on the risk score given by clinicians.

### 3.3. Stage 3, Causality on Clinical Risk Judgement

Patients were divided into three risk categories as explained earlier: high, medium and low. Using the same method of contingency tables, variables were compared against each of the risk categories on a one-to-one and non-additive basis. The idea is to see whether branch relationships can guide clinicians to identify high-risk (HR) patients accurately and not falsely place them in the low-risk category. The focus was therefore on relationships linked to HR cases and Table 2 displays those with the highest value for P(hr | IV=YES).

| IV                      | P(hr | IV) | CP-P |
|-------------------------|-------|------|
| Current Intention       | 0.37  | 0.32 |
| Presentation            | 0.22  | 0.17 |
| Suicide Triggers        | 0.14  | 0.09 |
| Suicide Ideation        | 0.13  | 0.08 |
| Presentation + Current Intention | 0.51  | 0.48 |

The same variables in Table 2 are also in Table 1, suggesting that those with high influence on others are also the ones that significantly influence the final risk judgement. The next task is to determine whether the variables having greatest impact on high-risk judgements do so in conjunction with others or independently.

---

\(^3\)There are 1330 different ways in which 20 variables can be combined in pairs or triples. We have 21 variables in total which means for each DV we have 20 possible IVs.
3.4. Stage 4, Risk Impact Independence Test

Stage 4 explores the combinations of variables on the probability of high risk. The objective is to determine which of two singly-influential variables is the one that needs to be asked and which can be ignored because it does not give any further information. A rule was devised for testing this, as follows:

1. IF \( P(\text{HR} \mid \text{IV} \& \text{DV}) \approx P(\text{HR} \mid \text{IV}) \) AND THEN \( \Rightarrow \) DV is REDUNDANT

2. \( P(\text{HR} \mid \neg\text{IV} \& \text{DV}) \approx P(\text{HR} \mid \neg\text{IV}) \)

where \( \approx \) means the equality holds within a threshold of 0.05. The rationale is that if addition of a DV (i.e. DV = YES) does not change the probability of high risk whether the IV is YES or NO, then we can conclude that the influence on the risk can be explained entirely by the IV and the DV is redundant.

Table 3. Impact Independency Test of PR from CI

<table>
<thead>
<tr>
<th>Condition</th>
<th>Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P(\text{High Risk} \mid \text{CI} = \text{Yes} &amp; \text{PR} = \text{YES}) = 0.51 \neq P(\text{High Risk} \mid \text{CI} = \text{Yes}) = 0.37 )</td>
<td>Over</td>
</tr>
<tr>
<td>( P(\text{High Risk} \mid \text{CI} = \text{NO} &amp; \text{PR} = \text{YES}) = 0.04 \approx P(\text{High Risk} \mid \text{CI} = \text{NO}) = 0.01 )</td>
<td>Within</td>
</tr>
</tbody>
</table>

To test the utility of the rule, it is applied to current intention and presentation because both influence the probability of high risk. Current intention is taken to be the IV because it has the strongest influence on high risk (Table 2) and what we want to know is whether presentation adds any more to what current intention is already indicating. Table 3 shows that the rule’s first condition does not apply but the second one does; PR can independently increase the risk only when clinicians believe CI exists. Otherwise, when CI is set to no, PR has a negligible effect on risk. The conclusion is that presentation is not completely redundant but its influence depends on the patient’s current intention.

The same rule was checked for Suicide Triggers, Suicide Ideation, and Feelings & Emotion against Current Intention and Presentation respectively. Current Intention and Presentation were taken as IVs since previous results showed that they have high causality on the other variables. The new results indicate that Suicide Triggers, Suicide Ideation and Feelings & Emotion do not influence the risk whether Current Intention is YES or NO and so are redundant as far as Current Intention is concerned: Current Intention explains the risk variation without any need for information about triggers, ideation or emotions. This is not the case for Presentation: Suicide Triggers and Suicide Ideation do have independent influence when Presentation is YES, but no independent influence when it is NO.

The results provide evidence that current intention followed by presentation are the key branches that clinicians use to make primary risk judgements. These variables are thus labelled as critical risk evaluation, CRE, variables. In contrast suicide triggers, suicide ideation and feelings & emotion are branches that, on their own, do not significantly impact the probability of high risk. However, clinicians do frequently explore and answer them, which might mean that they are important for understanding and managing the risk. Ongoing analysis is investigating this further but it is suspected that they form a second category for variables we have termed Risk Explanation variables.
3.5. Stage 5, Dealing with an Exception: Past Suicide Attempts

The final investigation stage turns the spotlight onto those exceptional cases that do not fit the rule: the samples that fall into very low probability cells of the contingency tables. For example, it was seen that \( P(\text{HR} \mid \text{CI} = \text{NO}) = 0.01 \), meaning when current intention is NO then the chance that clinicians assess a patient as high risk is very low, but still possible. These would be exceptional cases where patients are believed to be high risk despite having said NO to current intention. The question is why are they high risk without current intention? What makes clinicians behave differently in such cases? The hypothesis was that there could be a third variable whose presence causes these exceptional cases. Therefore, using the same visualisation tool (see Figure 2), a search was made to find the variable with highest probability of presence when Current Intention = NO and the final judgement is high risk (i.e. HR = YES).

The result showed a high presence of past suicide attempts in the exception population. In 90% of the cases when risk judgement is high and current intention is NO, there has been a history of past suicide attempts. This suggests that a history of suicide attempts should be added to the CRE variables but only if there is no current intention.

4. Final Outcome, Our Dynamic Data Collection Model

The investigations described have provided evidence for exploiting relationships between variables and risk judgements to indicate which variables are most important to ask and when they should be asked for identifying high-risk patients. The results were used to produce the skeleton of a model that helps clinicians ensure they have covered the key risk evaluation by dynamically guiding them towards the most important branches of the assessment tree. The model would start by asking clinicians to provide an answer to the current intention branch that is the most important CRE variable. If the answer is YES, then clinicians are asked to answer the second CRE variable about the patient’s presentation to further assess the level of risk. However, if they say NO to current intention, then clinicians do not need to answer the questions on presentation because it is not likely to change the risk evaluation, though it may turn out to be involved in understanding and managing the risks (which is the next focus of research). Upon answering NO to current intention, clinicians are asked to provide an answer to past suicide attempts because history affects risk evaluations but only if there is no current intention. If clinicians then say NO to past suicide attempts, the system can have high confidence that the patient under assessment is not high risk: the data shows a very small probability of 0.002, without needing to explore other branches. If, however, they say YES to past suicide attempts, then although the chance of having high risk is still small, clinicians would be able to answer further questions in order to have a more accurate assessment. This might be important for those patients in the middle ground of medium risk to see if the assessor can gain more confidence that they are not high risk. Once an initial understanding of the patient health risk is established, risk-management branch questions are asked, where these are not so important for evaluating risk but, rather, how to manage it. This could be conducted at a different stage of the care pathway once the assessor is confident that the initial risk evaluation is in the right category.
5. Conclusion

For mental-health risk assessments, it is important to ask the right question at the right time. At the early risk-screening stage, data required for accurate risk evaluations are essential, before it becomes more valuable to collect data about how to manage the risks. The mental-health care pathway is long and convoluted, with each stage having its own aims and objectives. Any risk assessment tool needs to be applicable across all stages, sharing information from previous ones, but focusing on the data that is most pertinent to the task in hand. This paper has described a method of doing this by investigating the behaviour of clinicians using a semantic model of risk assessment expertise to explore probabilistic relationships.

The GRiST CDSS is able to exploit the methods described in this paper because it is explicitly based on a psychological model of mental-health risk knowledge and reasoning processes. Analysis can thus be conducted from the top-down, semantic direction as well as the bottom-up, data level. The paper has shown how the semantic approach can guide probability investigations to find relationships that would be difficult to induce with no prior knowledge. The method has already shown important results about how data can be categorised so that the right types are collected and used to guide decisions at the right points on the care pathway. The final outcome is a model for a dynamic data-gathering interface that starts by determining the primary data to be collected. Depending on those answers, if the core data indicate potential for high risk, the assessor is directed towards additional data to probe the level of risk further. Once the risk evaluation has been established, explanatory data can be requested to understand and manage the risks.

6. Future Work

Further promising work is being undertaken on detecting exceptions and how variables in different contexts, have varying influences on clinicians’ decision making process. Our pilot analysis shows clinicians respond to exceptions differently and hence variables which might have been considered redundant previously, can have substantial impacts in such situations. This preliminary analysis shows that the patients’ emerging profiles have a crucial influence on what data should be asked next. For example, the Stage 4 tests on redundancy show that the branch variable ‘Insight and Responsibility’ is redundant for the purpose of risk evaluation when statically tested against current intention (when current intention is present). However, when current intention is present but suicide ideation is absent, which is an exception, then insight and responsibility suddenly has a large influence on the probability of high risk. In other words, examining the exceptions can discover when a seemingly inert variable becomes important for risk evaluations and direct data collection accordingly. Research is continuing into detecting these situations so that we can determine where each variable should sit in the cognitive work flow of clinicians for changing patient profiles. Initial results are extremely promising for producing a fully dynamic data-collection system where the emerging profile directs the assessor to those questions that are best placed for detecting high risk.
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